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#### Abstract

Real-time simulation of hyperelastic membranes like cloth still faces a lot of challenges, such as hyperplasticity modeling and contact handling. In this study, we propose projective peridynamics that uses a local-global strategy to enable fast and robust simulation of hyperelastic membranes with contact. In the global step, we propose a semi-implicit strategy to linearize the governing equation for hyperelastic materials that are modeled with peridynamics. By decomposing the first Piola-Kirchhoff stress tensor into a positive and a negative part, successive substitutions can be taken to solve the nonlinear problems. Convergence is guaranteed by further addressing the overshooting problem. Since our global step solve requires no energy summation and dot product operations over the entire problem, it fits into GPU implementation perfectly. In the local step, we further present a GPU-friendly gradient descent method to prevent interpenetration by solving an optimization problem independently. Putting the global and local solves together, experiments show that our method is robust and efficient in simulating complex models of membranes involving hyperelastic materials and contact.


Index Terms-hyperelastic membranes, projective peridynamics, semi-implicit successive substitution method, contact handling

## 1 Introduction

HOW to animate hyperelastic membranes with contact at interactive rates or even in real-time has been a long-standing challenge for computer graphics. For real-time applications, to ensure the simulation efficiency, position-based dynamics [1], [2] simplified inner forces as equality or inequality constraints, which can be largely sped up via parallel implementations on GPU. However, this method is associated with a problem that simulation results are controlled by the number of iterations and the mesh resolution, rather than a model with physical meanings [3], [4], [5]. As a result, classical hyperelastic models cannot be directly supported by position-based dynamics in general. Certain reformulation or simplification should be done, e.g., by reformulating the energy density of neo-Hookean models into compliant constraints [6]. As an alternative method for real-time applications, projective dynamics [7] shows a great potential in bridging the gap between accuracy and efficiency. Since the original form of projective dynamics requires a special quadratic form of elastic potential energies, most hyperelastic materials are not supported. To model more complex materials, He et al. [5] has recently proposed the corotational formulation of peridynamics based on projective dynamics, providing an attractive way for the simulation of elastoplastic bodies exhibiting linear elastic response. However, their method cannot be easily extended
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to simulate materials with nonlinear elastic response.
In terms of hyperelasticity solver, the Newton or quasiNewton methods are most commonly used. For example, Liu et al. [8] proposed a quasi-Newton method to simulate hyperelastic materials with the insight that projective dynamics can be reformulated as a quasi-Newton method. To guarantee the convergence, the notorious line search should be incorporated as a necessity to ensure stability. Its formal expression can be stated as to find a sufficient small step length $\lambda$ for an objective function satisfying the following Armijo condition [9]

$$
\begin{equation*}
f\left(x_{k}+\alpha p_{k}\right) \leq f\left(x_{k}\right)+\lambda \alpha \nabla_{k}^{T} p_{k}, \tag{1}
\end{equation*}
$$

where $f(\cdot)$ is the objective function, $p_{k}$ is a descent direction, $\alpha$ is called the step length and $\lambda \in(0,1)$ is a constant that controls the step length size. However, the Armijo condition is not enough by itself to ensure that the algorithm makes reasonable progress because it is satisfied for all sufficiently small values of $\alpha$ [10]. In our practical implementation, we find the right choice for $\lambda$ not only depends on $f\left(x_{k}\right)$, but also on how to choose the descent direction $p_{k}$. The optimal value for $\lambda$ may even change from iterations to iterations. The dramatic demand for line-search iterations could cause a sudden slow-down to the simulation, which is a nightmare for real-time applications. Another difficulty that encounter with the Armijo condition is the requirement of dot product operations, making it rather inefficient for implementation on GPU. To reduce the computational cost, Wang and Yang [11] proposed to eliminate the dot product by setting $\lambda=0$ and do less line search by reusing values of $\alpha$. However, both the problem with the Armijo condition and the one with the expensive energy summation remain unresolved.

Another difficulty in simulating hyperelastic membranes is how to model contacts. Since real world contacts are typically discontinuous, this make the contact problems
very stiff. To decrease the stiffness of contact problems and further make it differentiable, Incremental Potential Contact (IPC) method [12] introduced smooth log-barrier function to model the contacts. However, when hyperelasticity and contacts are solved together, the diversity in problem stiffness can quickly degenerate the overall simulation performance.

In this paper, we present projective peridynamics that uses a local-global strategy to enable fast and robust simulation of hyperelastic membranes with contact. Hyperelasticity and contact terms are dedicated to be solved in different steps. As a result, different numerical methods can be used independently by fully exploiting features in each step. To solve hyperelasticity for membranes, we propose a semi-implicit successive substitution method with codimensional extension in the global step, which is further equipped with an analytical step length adjustment strategy to avoid overshooting problems in line search. In the local step, we extend the IPC solver and propose a novel gradient method to prevent interpenetration. Both the global and local solves are GPU-friendly and highly parallelizable.

To sum up, our technical contributions can be summarized as

- A projective model based on peridynamics to simulate hyperelastic membranes with contact.
- A semi-implicit successive substitution method with co-dimensional extension to efficiently simulate hyperelastic materials in the global step.
- A gradient descent method to solve contact in the local step.


## 2 Related work

### 2.1 Peridynamics

As a nonlocal theory, peridynamics was formally established by Silling [13] to model problems with discontinuities, e.g., fracture simulation. The original form of the peridynamic model is called the bond-based theory, which relies on the assumption that the interaction forces between a pair of particles are equal in magnitude and parallel to the relative position vector in the deformed state [14], [15]. The problem with the bond-based peridynamics is that it is not possible to define a Poisson's ratio because it only captures a constant Poisson's ratio of 0.33 for two-dimensional and 0.25 for three-dimensional problems [16], [17], [18]. To address this issue, a generalized formulation referred to as state-based peridynamics was proposed [19]. The core in the generalization is to introduce a mathematical tool called state, which is able to model the response of a material at a point that depends collectively on the deformation of all bonds connected to the point. For example, a deformation state can be defined to map any bond onto its image under the deformation. Within state-based peridynamics, Silling and Lehoucq [20] proved that the elastic peridynamic model converges to the classical model in the limit of small horizon under certain assumptions. Lehoucq [21] also derived a notion of a peridynamic stress tensor from nonlocal interactions. That is to say, peridynamics is compatible with finite element approximations in a certain function space. On the other hand, given a hyperelastic model in classical elasticity theory, a state-based peridynamics model can
also be derived based on the classical constitutive model. This has the advantage of enabling the description of the deformation/damage process in peridynamics according to well-established models [22]. For a recent survey on deformation/damage modeling based on peridynamics, please refer to [23].

### 2.2 Hyperelasticity solver

In the classical theory, finite element method (FEM) is the most widely used method to simulate deformable objects. Early researchers in computer graphics have mainly focused on simulating linear elastic models due to its simplicity [24], [25], [26]. However, for materials in the real world, the linear elastic models usually can not accurately describe the observed elastic behavior. A hyperelastic model is an alternative option to describe the nonlinear stress-strain relationship. To capture nonlinear elastic behaviors, Wu et al. [27] proposed adaptive nonlinear FEM with mass lumping to achieve real time simulation of a 3D liver. However, they only use an explicit method to take time integration as the implicit method is computationally intensive and may have poor convergence. Irving et al. [28] presented an algorithm for the finite element simulation of elastoplastic solids with explicit integration for the elastic forces. To alleviate the stringent time step restrictions imposed by the explicit integration method, Teran et al. [29] proposed to solve nonlinear elastic materials using a modified NewtonRaphson algorithm, which is computationally intensive. Xu et al. [30] proposed to formulate the strain energy density function using three principle stretches and solve nonlinear elasticity with an implicit integration method, allowing larger timestep and more stable performance compared to the explicit method [28].

Different with force based method, position based dynamic [1], [2] solves motion and dynamic problem by reformulating generalized constraint with particles' position. This constraint projection based method is generalized to projective dynamic method [7]. Projective dynamic method decouples hyperelasticity energy density as a rest state manifold constraints and distance measure, allowed constraints independently being carried out. Wang and Yang [11] further proposed a new gradient descent method using Jacobi preconditioning and Chebyshev acceleration to accelerate the convergence rate base on GPU for nonlinear elasticity solving, obtaining real time simulation of a variety of different hyperelastic materials. Rahul et al. [31] extended projective dynamics to model a broad range of objective functions including nonlinear models and hard constraints. After showing that projective dynamics can be interpreted as a quasi-Newton method, Liu et al. [8] proposed a quasiNewton solver equipped with a line search to simulate hyperelastic materials. To accelerate the convergence rate, Peng et al. [32] proposed to apply Anderson acceleration to speed up the convergence of a local-global solver. Due to the similarity of our method to a fixed-point method, the Anderson acceleration can directly applied to our method to help accelerate the convergence rate.

### 2.3 Contact handling

For shell-like models, solving contact and self-collision fastly and robustly still remains to be a great challenge.

Provot [33] provided a collision handling framework which treats contact zone as a rigid body and gave a continuous collision detection algorithm for triangular-mesh-based discretization. Bridson et al. [34] combined impulse method and penalty method together to introduce impulsive force to separate penetrated triangle pairs away and repulsive force to remove close proximity for potential penetration. Other work also treated self-collision as a constraint problem [7], [35]. Recently, Tang et al. [36] developed a GPU-friendly impact zone solver by solving CCD culled constrained optimization problem with augmented Lagrangian method. Wu et al. [37] further developed a repulsion method on GPU, which allows large time steps and is free of Lagrangian multiplier, so that large but inexact iterative step is kept safe. Li et al. [12], [38] developed a set of contact solver based on Incremental Potential Contact, which enables surprisingly robust contact handling for extreme large deformations.

## 3 Overview

For the sake of completeness, we first present a brief introduction to projective dynamics at the beginning of this section, and then give more details on how to model hyperelastic membranes with projective peridynamics. With an implicit Euler time integration for a deformable object with contact, its variational form can be derived as [7]

$$
\begin{equation*}
\arg \min _{\mathbf{y}} \frac{1}{2 h^{2}}\left\|\mathbf{M}^{\frac{1}{2}}\left(\mathbf{y}-\mathbf{y}^{*}\right)\right\|_{F}^{2}+\Psi(\mathbf{y})+B(\mathbf{y}) \tag{2}
\end{equation*}
$$

where $h$ is the time step size, $\mathbf{y}$ denotes the position of all vertices (we use $\mathbf{y}$ instead of $\mathbf{x}$ to make it consistent with the description of peridynamics), $\mathbf{M}$ is the mass matrix, $\mathbf{y}^{*}=$ $\mathbf{y}^{t}+h \dot{\mathbf{y}}^{t}+h^{2} \mathbf{M}^{-1} \mathbf{f}^{e x t}$ is the intermediate position calculated from the previous position $\mathbf{y}^{t}$, velocity $\dot{\mathbf{y}}^{t}$ and the external force $\mathbf{f}^{e x t} . \Psi$ represents a summation of elastic potentials that can account for deformations of stretching, bending, shearing, etc. $B(\mathbf{y})$ represents the barrier potential used to penalize the collision [12]

$$
B(d)= \begin{cases}-(d-\hat{d})^{2} \log \left(\frac{d}{\hat{d}}\right), & 0<d<\hat{d}  \tag{3}\\ 0, & d \geq \hat{d}\end{cases}
$$

where $\hat{d}$ is a user-defined threshold to prevent interpenetration, $d$ is a function of $\mathbf{y}$ representing the closest proximal distance for each pair of primitives.

In modeling hyperelastic materials with contact, both $\Psi$ and $B$ may contain nonlinear terms, therefore the timeconsuming Newton-type methods are typically used to solve the nonlinear optimization problem. To improve the performance, projective dynamics [7] proposes to separate a nonlinear objective function into the summation of a quadratic part and non-quadratic constraints. For example, the non-quadratic part in objective function (2) can be viewed as a distance measure to a constraint manifold. The problem is typically formulated as
$\min _{\mathbf{y}} \frac{1}{2 h^{2}}\left\|\mathbf{M}^{\frac{1}{2}}\left(\mathbf{y}-\mathbf{y}^{*}\right)\right\|_{F}^{2}+\sum_{i} \frac{\omega_{i}}{2}\left\|\mathbf{A}_{i} \mathbf{S}_{i} \mathbf{y}-\mathbf{B}_{i} \mathbf{z}_{i}\right\|_{F}^{2}+\delta_{C_{i}}\left(\mathbf{z}_{i}\right)$,
where $\mathbf{z}_{i}$ represents the $i$-th auxiliary variable for constraint $i, \mathbf{A}_{i}$ and $\mathbf{B}_{i}$ representing the constant coefficient matrices in modeling distance measure, $\mathbf{S}_{i}$ the constant selection
matrix and $\omega_{i}$ a non-negative constraint weightness, $C_{i}$ representing the constraints for hyperelasticity configuration or contact, $\delta_{C_{i}}$ an indicator function that evaluates to zero if $C_{i}\left(\mathbf{z}_{i}\right)=0$ and to $+\infty$ otherwise. The minimization of distance measure to the constraint manifold is formulated as

$$
\begin{equation*}
\min _{\mathbf{z}_{i}} \frac{\omega_{i}}{2}\left\|\mathbf{A}_{i} \mathbf{S}_{i} \mathbf{y}-\mathbf{B}_{i} \mathbf{z}_{i}\right\|_{F}^{2}+\delta_{C_{i}}\left(\mathbf{z}_{i}\right) \tag{5}
\end{equation*}
$$

which allows massive parallelization in the local step.
However, simply reformulating $\Psi(\mathbf{y})$ and $B(\mathbf{y})$ as independent constraints in the local step does not produce physically correct results due to the stiffness diversity in those two problems. Lan et al. [39] has already identified two major challenges including the sticking and the jittering problems. To address those challenges, we propose to reformulate the original objective function (2) as

$$
\begin{gather*}
\arg \min _{\mathbf{y}} \frac{1}{2 h^{2}}\left\|\mathbf{M}^{\frac{1}{2}}\left(\mathbf{y}-\mathbf{y}^{*}\right)\right\|_{F}^{2}+\Psi(\mathbf{y})+\frac{1}{2}\|\mathbf{z}-\mathbf{y}\|_{2}^{2} \\
\text { s.t. } B(\mathbf{z})=0 \tag{6}
\end{gather*}
$$

where $\mathbf{A}_{i}, \mathbf{B}_{i}$ and $\mathbf{S}_{i}$ are set to the identity matrix $\mathbf{I}$ for brevity. By realizing its essence of projective nature, a localglobal strategy can still be used to solve the above constrained optimization problem.


Fig. 1. An illustrative diagram on iteration process of the original variational problem with contact in (2) for an arbitrary method (e.g. Newton method) and our method with reformulation as (6) (right) which combines constraint projection in local step. Here in the figures, we denote $E:=1 / 2 h^{2}\left\|\mathbf{M}^{1 / 2}\left(\mathbf{y}-\mathbf{y}^{*}\right)\right\|_{F}^{2}$. The yellow points are the marching result which gradually get close to the solution of variational minimization problem through global iteration. For (a), such problem is the original problem $\arg \min _{\mathbf{y}} E+\Psi+B$, and for (b), such problem is $\arg \min _{\mathbf{y}} E+\Psi$. The bule points are constrained result, which always projects the points from previous marching result to the constraint region in local step. In our case, such region is of $B(\cdot)=0$.

Figure 1(b) shows an illustrative outline of our method. In the global step, our purpose is to solve the objective function (6) iteratively by temporally neglecting all constraints. Then, in the local step, each constraint is solved independently. Notice the difficulty lies in how to solve the global step if the objective function (6) is not quadratic anymore. Since the objective function in the global step is equivalent to an implicit time integration, our solution is to propose a substitution-type method which can both solve nonlinear optimization efficiently and fit into the peridynamics framework well.

Algorithm 1 describes an overview of our local-global strategy in simulating hyperelastic membranes with contact. Here, Line 7~8 represent one iteration of solving material


Fig. 2. Multi-layer elastic cloths drop under default gravity. Single layer (left), three layers (middle) and six layers (right) situation are being tested.
hyperelasticity in the global step while Line 11 represents contact handling solved in the local step. More details on how to discretize the objective function (6) are given in the following context.

```
Algorithm 1: Projective Peridynamics
    Input \(\mathbf{y}^{t}, \mathbf{v}^{t}, \xi, h, \varepsilon, \hat{d}, s_{0}, k_{b}\)
    \(\mathbf{y}^{k=0} \leftarrow \mathbf{y}^{t}+h \mathbf{v}^{*}\)
    \(\mathbf{z}^{k=0} \leftarrow \mathbf{y}^{t}\)
    \(/ /\) We typically set \(e p s=1 e^{-4}\)
    while \(\max _{i}\left(\left\|\mathbf{y}_{i}^{k}-\mathbf{y}_{i}^{k-1}\right\|_{2}\right)>\) eps and \(k \leq\) max_iter
        do
            foreach vertex \(i\) do
                Calculate \(\mathbf{A}_{i}^{k}, \mathbf{s}_{i}^{k}, \mathbf{s}_{i}^{t} \quad / / E q\). (26)
                \(\mathbf{y}_{i}^{k+1}=\operatorname{Jacobi}\left(\mathbf{A}_{i}^{k}, \mathbf{s}_{i}^{k}, \mathbf{s}_{i}^{t}\right)\)
                    / /Eq. (25)
        end
        Find active contact pairs.
        \(\mathbf{z}^{k+1}=\operatorname{Project}\left(\mathbf{y}^{k+1}, \mathbf{z}^{k}, \xi, h, \varepsilon, \hat{d}\right) / /\) Algorithm 2
        \(\mathbf{y}^{k+1} \leftarrow \mathbf{z}^{k+1}\)
    end
    \(\mathbf{y}^{t+1} \leftarrow \mathbf{y}^{k}\)
```


### 3.1 Basic theory of peridynamics

In the peridynamic model, let $\mathbf{y}(\mathbf{x}, t)$ be the deformed position at time $t$ of the vertex $\mathbf{x}$ in the reference configuration of a region $\mathcal{B}$. By applying an implicit integration, the deformation of a vertex $i$ from time $t$ to $t+1$ is written as

$$
\begin{equation*}
\mathbf{y}_{i}^{t+1}=\mathbf{y}_{i}^{t}+h \mathbf{v}_{i}^{t+1}, \quad \mathbf{v}_{i}^{t+1}=\mathbf{v}_{i}^{*}+h \mathbf{M}_{i}^{-1} \mathbf{f}_{i}^{t+1} \tag{7}
\end{equation*}
$$

in which $\mathbf{v}_{i}$ is the velocity, $\mathbf{v}_{i}^{*}$ is the intermediate velocity calculated as $\mathbf{v}_{i}^{*}=\mathbf{v}_{i}^{t}+h \mathbf{M}_{i}^{-1} \mathbf{f}_{i}^{e x t}, \mathbf{M}_{i}$ is the mass matrix (i.e., $\mathbf{M}_{i}=m_{i} \mathbf{I}$ ), $h$ is the time step, and $\mathbf{f}_{i}$ is the total internal force exerted on vertex $i$. Unlike FEM, the force $\mathbf{f}_{i}$ in peridynamics is modeled as an integration over a
neighborhood of $\mathbf{x}_{i}$. More specifically, $\mathbf{f}_{i}$ can be descretized as

$$
\begin{equation*}
\mathbf{f}_{i}=V_{i} \sum_{j}\left\{\underline{\mathbf{T}}_{i}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle-\underline{\mathbf{T}}_{j}\left\langle\mathbf{x}_{i}-\mathbf{x}_{j}\right\rangle\right\} V_{j} \tag{8}
\end{equation*}
$$

in which $\underline{\mathbf{T}}$ is the force state describing the interaction force between $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$, and $V$ is the volume. Silling and Lehoucq [20] demonstrate that if the deformation is sufficiently smooth, the peridynamic stress tensor converges to a Piola-Kirchhoff stress tensor that is a function only of the local deformation gradient tensor, as in the classical theory. Therefore, suppose we have an expression for a stress tensor in the classical theory, a peridynamic constitutive model that is consistent with the model is derived as

$$
\begin{equation*}
\underline{\mathbf{T}}_{i}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle=\omega_{i j} \mathbf{P}_{i} \mathbf{K}_{i}^{-1}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \tag{9}
\end{equation*}
$$

where $\mathbf{P}$ represents the first Piola-Kirchhoff stress which is a function of the deformation gradient tensor $\mathbf{F}$

$$
\begin{equation*}
\mathbf{F}=\left(\sum_{j} \omega_{i j}\left(\mathbf{y}_{j}-\mathbf{y}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)^{T}\right) \mathbf{K}_{i}^{-1} \tag{10}
\end{equation*}
$$

$\omega$ is a scalar state acting as a weighting function, $\mathbf{K}_{i}$ is the shape tensor calculated as

$$
\begin{equation*}
\mathbf{K}_{i}=\sum_{j} \omega_{i j}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)^{T} \tag{11}
\end{equation*}
$$

By combining equation (7) and (8), we obtain the following system

$$
\begin{align*}
& m_{i}\left(\mathbf{y}_{i}^{t+1}-\mathbf{y}_{i}^{t}-h \mathbf{v}_{i}^{*}\right)= \\
& \quad h^{2} V_{i} \sum_{j}\left\{\underline{\mathbf{T}}_{i}^{t+1}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle-\underline{\mathbf{T}}_{j}^{t+1}\left\langle\mathbf{x}_{i}-\mathbf{x}_{j}\right\rangle\right\} V_{j} \tag{12}
\end{align*}
$$

### 3.2 Kirchhoff-Love plate formulation

In simulating membranes that are modeled with only one layer of triangles, it can be noted from equation (11) that the shape tensor is not guaranteed to be positive definite. In other words, the standard form of peridynamics cannot handle degenerate configurations for codimensional materials as the singular shape tensor may cause the simulation to blow up. To address this limitation, we propose to reformulate both the shape tensor and deformation tensor based on the Kirchhoff-Love plate theory [40]. The Kirchhoff-Love plate theory is a mechanical model and a set of assumption used to represent a three-dimensional thin plate (or membrane) in two dimensional reference (named as midsurface in the following discussion, which is a reference surface laid in middle between upper and lower surfaces of the plate ). Three kinematic assumptions are used in this theory, i.e., straight lines normal to the mid-surface of the undeformed plate remain straight, normal to the mid-surface, and unstretched after deformation. The length of this normal between mid-surface and plate upper or lower surface is modeled as thickness. Therefore, we are able to extend the basic theory of peridynamics to describe codimensional structures.

We introduce a virtual bond that is normal to both the undeformed and deformed mid-surfaces, denoted as $\mathbf{x}_{i}^{\perp}$ and $\mathbf{y}_{i}^{\perp}$, respectively

$$
\begin{equation*}
\mathbf{x}_{i}^{\perp}=\xi \operatorname{norm}\left(\frac{\sum_{J} \theta_{J} \mathbf{n}_{J}}{\sum_{J} \theta_{J}}\right), \mathbf{y}_{i}^{\perp}=\xi \operatorname{norm}\left(\frac{\sum_{J} \theta_{J}^{\prime} \mathbf{n}_{J}^{\prime}}{\sum_{J} \theta_{J}^{\prime}}\right) \tag{13}
\end{equation*}
$$

where $\xi$ represents the thickness of the membrane measured from surface to the mid-surface, $J$ is the index of all neighboring triangles, $\theta_{J}$ is inner angle of triangle $J$ with apex of vertex $i, \mathbf{n}_{J}$ is the triangle normal, and norm $(\cdot)$ is used to normalize a vector. The superscript ' for $\theta$ and $\mathbf{n}$ is used to denote quantities in the deformed configuration. With virtual bonds introduced, the shape tensor $\mathbf{K}$ can be defined as

$$
\begin{equation*}
\mathbf{K}_{i}=\sum_{j} \omega_{i j}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)^{T}+\mathbf{x}_{i}^{\perp} \otimes \mathbf{x}_{i}^{\perp} \tag{14}
\end{equation*}
$$

where $\otimes$ represents the Kronecker product. Similarly, the deformation gradient tensor $\mathbf{F}$ can be reformulated as

$$
\begin{equation*}
\mathbf{F}_{i}=\left(\sum_{j} \omega_{i j}\left(\mathbf{y}_{j}-\mathbf{y}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)^{T}+\mathbf{y}_{i}^{\perp} \otimes \mathbf{x}_{i}^{\perp}\right) \mathbf{K}_{i}^{-1} \tag{15}
\end{equation*}
$$

Note $\mathbf{x}_{i}^{\perp}$ is defined as the orthogonal complement of all neighboring bonds $\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle$, the shape tensor $\mathbf{K}_{i}$ is guaranteed to be nonsingular. As a result, the value of the deformation gradient $\mathbf{F}_{i}$ can be correctly calculated from equation (15).

After extending peridynamics to model membranes, we consider to solve equation (12). Note $\mathbf{T}$ is a nonlinear function of the deformation gradient tensor in hyperelastic models, how to solve above nonlinear system is a real challenging task. In parallel computing, the Jacobi method is most commonly used due to its well adaptation to GPU. Unfortunately, the Jacobi method can only be used to solve a system of linear equations. In the following context, we develop a substitution-type method to solve nonlinear problems defined in equation (12).

## 4 SEMI-IMPLICIT SUCCESSIVE SUBSTITUTION METHOD

In a substitution-type method, if we would like to find the roots for a nonlinear equation $f(x)=0$, we usually start with initial guesses for all of the unknowns and then loop around the equation to obtain "better" approximations. To take successive iterations, we construct a function $g(x)$ satisfying

$$
\begin{equation*}
x=g(x) \Longleftrightarrow f(x)=0 \tag{16}
\end{equation*}
$$

known as the fixed-point problem. Finding a function satisfying equation (16) is easy, e.g., we can just set $g(x)=$ $f(x)+x$. However, the difficulty is how to guarantee the successive substitutions $x^{k+1}=g\left(x^{k}\right)$ will converge to the root with the chosen $g(x)$. Conditions for convergence of successive substitution method provides us a sufficient convergence criteria

$$
\begin{equation*}
\left|g^{\prime}(x)\right|<1 \tag{17}
\end{equation*}
$$



Fig. 3. An illustration of the standard successive substitution method.

From Figure 3, it can be noted that if the convergence criteria is strictly satisfied, $x^{k}$ will finally converge to root as $k$ increases. Otherwise, $x^{k}$ may diverge. In the following context, we will talk about how to reformulate equation (12) into a formula that can satisfy the convergence criterion in equation (17). Motivated by the projective peridynamics [5], we separate the force state $\underline{\mathbf{T}}_{i}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle$ into two parts

$$
\begin{equation*}
\underline{\mathbf{T}}_{i}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle=\underline{\mathbf{T}}_{i}^{+}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle+\underline{\mathbf{T}}_{i}^{-}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle \tag{18}
\end{equation*}
$$

where $\underline{\mathbf{T}}_{i}^{+}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle$ will be further formulated as a function of $\mathbf{y}_{j}-\mathbf{y}_{i}$ while $\underline{\mathbf{T}}_{i}^{-}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle$ still remain as a function of $\mathbf{x}_{j}-\mathbf{x}_{i}$. The superscript + indicates the coefficients of $\mathbf{x}_{j}-$ $\mathbf{x}_{i}$ are guaranteed to be positive while the superscript indicates the coefficients of $\mathbf{x}_{j}-\mathbf{x}_{i}$ are guaranteed to be negative. For isotropic materials, Teran et al. [29] pointed out that the first Piola-Kirchhoff stress tensor can be factorized into the following form

$$
\begin{equation*}
\mathbf{P}_{i}=\mathbf{U}_{i} \hat{\mathbf{P}}_{i}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T} \tag{19}
\end{equation*}
$$

where $\hat{\mathbf{F}}_{i}$ is the diagonal matrix obtained from the standard singular value decomposition of $\mathbf{F}_{i}=\mathbf{U}_{i} \hat{\mathbf{F}}_{i} \mathbf{V}_{i}^{T}, \hat{\mathbf{P}}_{i}$ is a function of $\hat{\mathbf{F}}_{i}$ which is also a diagonal matrix. By splitting $\mathbf{P}_{i}$ into two components, we have

$$
\begin{equation*}
\mathbf{P}_{i}=\mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{+}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T}+\mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{-}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T} \tag{20}
\end{equation*}
$$

where $\hat{\mathbf{P}}_{i}^{+}$represents the positive component of $\hat{\mathbf{P}}_{i}$ while $\hat{\mathbf{P}}_{i}^{-}$the negative component. With the above separation, the positive part of the force state can be reformulated as

$$
\begin{align*}
\underline{\mathbf{T}}_{i}^{+}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle & =\omega_{i j} \mathbf{P}_{i}^{+} \mathbf{K}_{i}^{-1} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \\
& =\omega_{i j} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{+}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T} \mathbf{K}_{i}^{-1} \mathbf{V}_{i} \hat{\mathbf{F}}_{i}^{-1} \mathbf{U}_{i}^{T}  \tag{21}\\
& \cdot\left(\mathbf{y}_{j}-\mathbf{y}_{i}\right)
\end{align*}
$$

by applying an approximation $\mathbf{y}_{j}-\mathbf{y}_{i} \approx \mathbf{F}_{i} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)$ during the derivation. In a similar way, the negative part of the force state can be reformulated as

$$
\begin{align*}
\underline{\mathbf{T}}_{i}^{-}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle & =\omega_{i j} \mathbf{P}_{i}^{-} \mathbf{K}_{i}^{-1} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \\
& =\omega_{i j} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{-}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T} \mathbf{K}_{i}^{-1} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \tag{22}
\end{align*}
$$

To further simplify the force state, we assume the shape tensor $\mathbf{K}_{i}$ in equation (21) and (22) is isotropic and its value can be calculated analytically according to the following formula

$$
\begin{equation*}
\mathbf{K}_{i}=\int_{\mathcal{H}_{i}}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)^{T} d V_{j}=\frac{16}{15} \pi r_{i}^{5} \mathbf{I} \tag{23}
\end{equation*}
$$



Fig. 4. Convergence illustration on how to find the intersection point between $y=x$ and $y=(x-2)^{2}$. Starting with an initial guess of $x=0.5$, (a) the standard successive substitution method fails to converge while (b) our semi-implicit successive substitution method succeeds in finding the solution. Refer to (c) for a snapshot of the convergence routine of our method.
where $\mathcal{H}_{i}$ represents a spherical neighborhood of radius $r_{i}$ centered at $\mathbf{x}_{i}$ and $\mathbf{I}$ represents the identity matrix. By substituting the analytical solution of $\mathbf{K}_{i}$ into both equation (21) and (22), a simplified form of the force state can finally be defined as

$$
\begin{align*}
\underline{\mathbf{T}}_{i}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle= & \kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{+}\left(\hat{\mathbf{F}}_{i}\right) \hat{\mathbf{F}}_{i}^{-1} \mathbf{U}_{i}^{T} \cdot\left(\mathbf{y}_{j}-\mathbf{y}_{i}\right)+ \\
& \kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{-}\left(\hat{\mathbf{F}}_{i}\right) \mathbf{V}_{i}^{T} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right), \tag{24}
\end{align*}
$$

where $\kappa_{i}=\frac{16}{15} \pi r_{i}{ }^{5}$. Note when equation (24) is solved with our semi-implicit successive substitution method, we make a special treatment to handle the first term of RHS in an implicit way while the second term in an explicit way. Substituting equation (24) into equation (12), the semi-implicit governing equation for a nonlinear system can finally be defined as

$$
\begin{equation*}
\mathbf{y}_{i}^{k+1}=\left(m_{i} \mathbf{I}+\mathbf{A}_{i}^{k}\right)^{-1}\left(\sum_{j} \mathbf{A}_{i j}^{k} \mathbf{y}_{j}^{k}+\mathbf{s}_{i}^{k}+\mathbf{s}_{i}^{t}\right) \tag{25}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{A}_{i j}^{k} & =h^{2} V_{i}\left(\kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{+} \hat{\mathbf{F}}_{i}^{-1} \mathbf{U}_{i}^{T}+\kappa_{j} \mathbf{U}_{j} \hat{\mathbf{P}}_{j}^{+} \hat{\mathbf{F}}_{j}^{-1} \mathbf{U}_{j}^{T}\right) V_{j} \\
\mathbf{s}_{i}^{k} & =h^{2} V_{i} \sum_{j}\left(\kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{-} \mathbf{V}_{i}^{T}+\kappa_{j} \mathbf{U}_{j} \hat{\mathbf{P}}_{j}^{-} \mathbf{V}_{j}^{T}\right) V_{j} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \\
\mathbf{s}_{i}^{t} & =m_{i}\left(\mathbf{y}_{i}^{t}+h \mathbf{v}_{i}^{*}\right) \\
\mathbf{A}_{i}^{k} & =\sum_{j} \mathbf{A}_{i j}^{k} . \tag{26}
\end{align*}
$$

Please note equation (25) is now in a form of $x^{k+1}=g\left(x^{k}\right)$, which can be easily solved with successive substitutions. The question is whether $\mathbf{y}_{i}^{k+1}$ will converge to a global solution as $k$ increases? As shown in equation (20), (21) and (26), the coefficient matrix $\mathbf{A}_{i}^{k}$ is symmetrical and positive definite. Therefore, by checking the convergent criterion, we have

$$
\begin{equation*}
\left\|\left(m_{i} \mathbf{I}+\mathbf{A}_{i}^{k}\right)^{-1} \sum_{j} \mathbf{A}_{i j}^{k}\right\|<1, \quad k=0,1, \cdots \tag{27}
\end{equation*}
$$

Notice if we do not update the coefficients in equation (25) at each iteration, $\mathbf{y}^{k+1}$ will absolutely converge to a root of
eqiuation (25). However, without simultaneously updating the coefficients in equation (25), the roots are not guaranteed to converge to the solution of the nonlinear system (12). This requires us to update $\mathbf{A}_{i j}, \mathbf{A}_{i}$ and $\mathbf{s}_{i}$ right after each global iteration is taken until the global terminal criterion is reached. At that time, the nonlinear equations (7) and (12) are established implicitly.

### 4.1 Convergence and Performance

To demonstrate how our semi-implicit successive substitution method works, we first consider a simple one dimensional spring whose governing equation is written as $x_{0}=\left(x_{0}-x_{1}-1\right)^{2}$ in a position-based manner. Here, $x_{0}$ and $x_{1}$ represent the one-dimensional coordinates of two spring ends. By fixing one end, e.g., setting $x_{1}=1$, the governing equation for the other spring end is written as

$$
\begin{equation*}
x_{0}=\left(x_{0}-2\right)^{2} \equiv g\left(x_{0}\right) \tag{28}
\end{equation*}
$$

Starting with an initial guess of $x_{0}=0.5$, it can be noticed from Figure 4(a) that the standard successive substitution method fails to find a converged solution while Figure 4(b) shows our method is able to find the converged solution. In our semi-implicit successive substitution method, the definition of $g\left(x_{0}\right)$ at $k$-th iteration is first converted into a linearized semi-implicit equation

$$
\begin{equation*}
h\left(x_{0}^{k}, x_{0}^{k+1}\right)=-4 x_{0}^{k+1}+\left(x_{0}^{k}\right)^{2}+4 \tag{29}
\end{equation*}
$$

Therefore, solving $x_{0}^{k+1}=-4 x_{0}^{k+1}+\left(x_{0}^{k}\right)^{2}+4$ is equivalent to find an intersection point between $y=x$ and $y=-4 x+\left(x_{0}^{k}\right)^{2}+4$, as was demonstrated in Figure 4(c). Notice when the linearized function $h\left(x_{0}^{k}, x_{0}^{k+1}\right)$ is updated at each iteration, the sequence $x_{0}^{k}$ is guaranteed to converge to one of the solution of equation (28).

Now let us consider a general dynamics problem and define its governing equations as the following multivariable functions

$$
\begin{equation*}
\mathbf{x}=\mathbf{g}(\mathbf{x}) \tag{30}
\end{equation*}
$$

To take one iteration, $\mathbf{g}(\mathbf{x})$ is first converted into a linearized semi-implicit equation $\mathbf{h}\left(\mathbf{x}^{k+1}, \mathbf{x}^{k}\right)$ at the beginning of each


Fig. 5. Demonstration of the overshooting problem. As the sequence $\mathbf{x}^{k}$ approaches the local minima of the energy function, the gradient magnitude of the linearized semi-implicit equation $\mathbf{h}\left(\mathbf{x}_{0}^{k}, \mathbf{x}_{0}^{k+1}\right)$ can become larger than the gradient magnitude of the energy function, which could possibly cause the sequence $\mathbf{x}^{k}$ to oscillate around the global solution.
iteration. Then, the intersection point $\mathbf{x}^{k+1}$ between the two hyperplanes $\mathbf{y}=\mathbf{x}$ and $\mathbf{y}=h\left(\mathbf{x}, \mathbf{x}^{k}\right)$ is calculated by solving the linear system of equation $\mathbf{x}=h\left(\mathbf{x}, \mathbf{x}^{k}\right)$. As the iteration number increases, the sequence $\mathbf{x}^{k+1}$ is expected to converge to a global solution of the dynamics problem defined in equation (30). However, for an arbitrary function of $\mathbf{g}(\mathbf{x})$, the semi-implicit successive substitution method still suffers from the overshooting problem, as was demonstrated in Fig. 5. Note as $\mathbf{x}^{k}$ approaches the global solution $\mathrm{x}^{*}$, the gradient magnitude of linearized semiimplicit equation $\mathbf{h}\left(\mathbf{x}_{0}^{k}, \mathbf{x}_{0}^{k+1}\right)$ can finally become larger than the gradient magnitude of the original function. As a result, further substitution iterations may cause the sequence $\mathrm{x}^{k}$ to oscillate around the global solution.

To address the overshooting problem, our solution is to adjust the step length as follows

$$
\begin{equation*}
\mathbf{x}_{i}^{k+1}=\mathbf{x}_{i}^{k}+\alpha_{i}\left(\mathbf{x}_{i}^{k+1}-\mathbf{x}_{i}^{k}\right) \tag{31}
\end{equation*}
$$

where $\alpha_{i} \in[0,1]$ represents the step length for vertex $i$. In the standard gradient descent methods, a backtracking line search is typically applied to find the feasible step size. Starting from an initial guess for $\alpha$, e.g., $\alpha_{0}=1$, the value of $\alpha$ will be halved until the Wolfe or Goldstein conditions are reached. The problem with this standard strategy is that it can waste a lot of iterations during the backtracking process [11]. In our work, we propose a new step length search method by only taking account of the current deformation state. Given $\mathrm{x}^{k}$, we first reformulate the energy density function $\mathcal{E}(\mathbf{x})$ into a first-order Taylor polynomial defined as

$$
\begin{equation*}
\mathcal{E}(\mathbf{x})=\mathcal{E}\left(\mathbf{x}_{i}^{k}\right)+\alpha \frac{\partial \mathcal{E}_{i}}{\partial \mathbf{x}_{i}} \cdot\left(\mathbf{x}_{i}^{k+1}-\mathbf{x}_{i}^{k}\right) \tag{32}
\end{equation*}
$$

Since the new energy density function is guaranteed to be non-negative and $\frac{\partial \mathcal{E}_{i}}{\partial \mathbf{x}_{i}} \cdot\left(\mathbf{x}_{i}^{k+1}-\mathbf{x}_{i}^{k}\right) \leq 0$, an upper limit for $\alpha_{i}$ can naturally be defined as

$$
\begin{equation*}
\alpha_{i}=\min \left[-\frac{\mathcal{E}\left(\mathbf{x}_{i}^{k}\right)}{\frac{\partial \mathcal{E}_{i}}{\partial \mathbf{x}_{i}} \cdot\left(\mathbf{x}_{i}^{k+1}-\mathbf{x}_{i}^{k}\right)}, 1\right] \tag{33}
\end{equation*}
$$

Note $\alpha_{i}$ can be calculated independently for each vertex, which makes our method quite suitable for GPU implementation. In addition, our method requires no iterative strategy to adjust the step length because the upper limit of $\alpha_{i}$ has already provides a sufficient condition to guarantee the convergence. In a practical implementation, the value of the denominator can be zero due to the rounding errors resulted from floating-point calculations. To avoid being divided by zero, we simply set $\alpha_{i}=1$ if the denominator value is smaller than a predefined threshold, e.g., $10^{-6}$ for single precision operations.


Fig. 6. The convergence of our method with different Jacobi iteration numbers in solving equation (25). By using more Jacobi iterations, the semi-implicit successive substitution can accelerate the convergence rate. However, the total computational cost is increased.

The full procedure of our method is now quite similar to the Newton-Raphson method except that our method takes one additional operation to adjust the step length. In addition, our method imposes no restriction on the accuracy in solving the linear system of equations $\mathbf{x}=\mathbf{h}\left(\mathbf{x}, \mathbf{x}^{k}\right)$. Due to our step length adjustment strategy, our method is flexible enough to solve the linearized semi-implicit equation at arbitrary accuracy. Figure 6(a) demonstrates how the accuracy in solving the linearized semi-implicit equation can affect the global convergence rates. Generally speaking, the more accurate we solve the linearized semi-implicit equation, the faster convergence rate can be achieved. However, there exists a performance balance between the global iteration number and the inner iteration number. Figure 6(b) shows that increasing the iteration number in solving the linearized semi-implicit equation can significantly increase the total computational cost. Therefore, in our practical implementation, we usually take only one Jacobi iteration to solve $\mathbf{x}=h\left(\mathbf{x}, \mathbf{x}^{k}\right)$ and the new sequence is found to converge to the global solution well.

## 5 Hyperelastic modeling of membranes

In this section, we will give details on how to decompose the first Piola-Kirchhoff stress tensor for hyperplastic materials. According to the continuum theory, the strain-energy density function $\Psi\left(I_{1}, I_{2}, I_{3}\right)$ of an isotropic hyperelastic material is defined by the three invariants of the right Cauchy-Green deformation tensor $\mathbf{C}=\mathbf{F}^{T} \mathbf{F}$ :

$$
\begin{align*}
& I_{1}=\operatorname{trace}(\mathbf{C})=\lambda_{1}^{2}+\lambda_{2}^{2}+\lambda_{3}^{2} \\
& I_{2}=\mathbf{C}: \mathbf{C}=\lambda_{1}^{4}+\lambda_{2}^{4}+\lambda_{3}^{4}  \tag{34}\\
& I_{3}=\operatorname{det}(\mathbf{C})=\lambda_{1}^{2} \lambda_{2}^{2} \lambda_{3}^{2}
\end{align*}
$$

Following [28], [30], the diagonal first Piola-Kirchhoff stress tensor can be derived as

$$
\begin{equation*}
\hat{\mathbf{P}}=\operatorname{diag}\left(\frac{\partial \Psi}{\partial \lambda_{1}}, \frac{\partial \Psi}{\partial \lambda_{2}}, \frac{\partial \Psi}{\partial \lambda_{3}}\right) . \tag{35}
\end{equation*}
$$

Taking the compressible neo-Hookean material for example, its strain energy density function is formulated as

$$
\begin{equation*}
\Psi=s_{0}\left(I_{1}-3-\ln I_{3}\right)+s_{1}\left(\sqrt{I_{3}}-1\right)^{2} \tag{36}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{\partial \Psi}{\partial \lambda_{m}}=2 s_{0} \lambda_{m}+2 s_{1} \frac{I_{3}}{\lambda_{m}}-2\left(\frac{s_{0}}{\lambda_{m}}+s_{1} \frac{I_{3}{ }^{1 / 2}}{\lambda_{m}}\right) \tag{37}
\end{equation*}
$$

Therefore, we succeed in decomposing $\hat{\mathbf{P}}$ into

$$
\begin{align*}
& \hat{\mathbf{P}}_{m, m}^{+}=2 s_{0} \lambda_{m}+2 s_{1} \frac{I_{3}}{\lambda_{m}} \\
& \hat{\mathbf{P}}_{m, m}^{-}=-2\left(\frac{s_{0}}{\lambda_{m}}+s_{1} \frac{I_{3}^{1 / 2}}{\lambda_{m}}\right), \tag{38}
\end{align*}
$$

which absolutely obeys the decomposition principle as well.
However, if we try to model hyperelasticity for shell-like objects with standard hyperelastic energy density functions, several difficulties can be encountered. For example, since normal principle stretch used to calculate the third invariant $I_{3}$ can be relatively small for codimensional materials, the force arisen from the second term in equation (35) can be quite sensitive to the deformation. Besides, the Poisson effect makes it hard to control the stretching and bending for membranes independently. Motivated by the common way to decouple stretching and bending strain for membranes in [41], [42], [43], [44], we propose to use two specific energy models that can be well adapted into our framework and control stretching and bending separately.

### 5.1 Stretching

To better modeling stretching for membranes, we propose to use the following user-defined hyperelasticity model using principle of strain $\lambda_{i}$ :

$$
\begin{equation*}
\Psi=s_{0}\left(\mathcal{A}_{3}\left(\lambda_{1}\right)+\mathcal{A}_{3}\left(\lambda_{2}\right)+\mathcal{A}_{3}\left(\lambda_{3}\right)\right), \tag{39}
\end{equation*}
$$

where $\mathcal{A}_{3}$ is a special case of $\mathcal{A}_{n}$ proposed by [45]

$$
\begin{equation*}
\mathcal{A}_{n}=\frac{1}{n}\left(\frac{s^{n+1}-1}{n+1}+\frac{s^{-n+1}-1}{n-1}\right) . \tag{40}
\end{equation*}
$$

The corresponding $\hat{\mathbf{P}}$ can be decomposed into two parts as followed:

$$
\begin{align*}
& \hat{\mathbf{P}}_{m, m}^{+}=s_{0} \frac{\lambda_{m}{ }^{3}}{3} \\
& \hat{\mathbf{P}}_{m, m}^{-}=-s_{0} \frac{1}{3 \lambda_{m}^{3}} . \tag{41}
\end{align*}
$$

### 5.2 Bending

To allow modeling membrane bending independently, the bending force should disappear for configurations under the rest, pure rotational and stretching states (i.e. gradient deformation tensor is diagonal). In order to satisfy the above constraints, we extend the meshless bending model in Wu et al. [37] and make a further derivation to make the final
form of the bending force compatible with our semi-implicit solver. The bending energy density function on each vertex is defined as

$$
\begin{equation*}
E_{i}^{b}=\frac{k_{b}}{2} \sum_{j}\left\|\mathbf{G}_{i}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)\right\|_{2}^{2} \tag{42}
\end{equation*}
$$

where $k_{b}$ is constant parameter for bending control, $\mathbf{G}=$ $\mathbf{F}^{T} \mathbf{F}^{-1}$ - I can be viewed as a bending measurement. It is easy to verify that this measurement can fit into our method as well. By taking the approximation of $\mathbf{y}_{j}-\mathbf{y}_{i} \approx \mathbf{F}_{i}\left(\mathbf{x}_{j}-\right.$ $\mathbf{x}_{i}$ ), the bending force derived from $-\nabla_{\mathbf{y}} E_{i}^{b}$ can be written as

$$
\begin{equation*}
\underline{\mathbf{T}}_{i}^{b}\left\langle\mathbf{x}_{j}-\mathbf{x}_{i}\right\rangle=k_{b} \mathbf{F}_{i}^{-T} \mathbf{F}_{i}^{-1}\left(\mathbf{y}_{j}-\mathbf{y}_{i}\right)-k_{b} \mathbf{F}_{i}^{-1}\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right) \tag{43}
\end{equation*}
$$

Notice equation (43) resembles the force state formulation defined in equation (24). Therefore, both the stretching and bending energy can be efficiently solved with our semiimplicit successive substitution method.

To sum up, a global step to solve the membrane can be formulated by equation (25) with $\mathbf{A}_{i j}^{k}$ and $\mathbf{s}_{i}^{k}$ defined as follows

$$
\begin{array}{r}
\mathbf{A}_{i j}^{k}=h^{2} V_{i}\left(\kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{+} \hat{\mathbf{F}}_{i}^{-1} \mathbf{U}_{i}^{T}+\kappa_{j} \mathbf{U}_{j} \hat{\mathbf{P}}_{j}^{+} \hat{\mathbf{F}}_{j}^{-1} \mathbf{U}_{j}^{T}\right. \\
\left.+k_{b}\left(\mathbf{F}_{i} \mathbf{F}_{i}^{T}\right)^{-1}+k_{b}\left(\mathbf{F}_{j} \mathbf{F}_{j}^{T}\right)^{-1}\right) V_{j} \\
\mathbf{s}_{i}^{k}=h^{2} V_{i} \sum_{j}\left(\kappa_{i} \mathbf{U}_{i} \hat{\mathbf{P}}_{i}^{-} \mathbf{V}_{i}^{T}+\kappa_{j} \mathbf{U}_{j} \hat{\mathbf{P}}_{i}^{-} \mathbf{V}_{j}^{T}\right.  \tag{45}\\
\\
\left.-k_{b} \mathbf{F}_{i}^{-1}-k_{b} \mathbf{F}_{j}^{-1}\right) V_{j} \cdot\left(\mathbf{x}_{j}-\mathbf{x}_{i}\right)
\end{array}
$$

Figure 8 and Figure 7 demonstrate how parameter $s_{0}$ and $k_{b}$ influence the deformation behavior of a hyperelastic cloth. Generally, a larger value of $s_{0}$ generate more stiff stretching behaviors, while a larger value of $k_{b}$ brings more resistance to folding and buckling. Notice, the two parameters can be independently adjusted to control different deformation behaviors.

## 6 CONTACT HANDLING

Notice the global step solve cannot guarantee vertex positions remain interpenetration-free. Therefore, a local step should be taken in order to avoid interpenetration. Given the vertex positions $\mathbf{y}^{k}$ after one global step, two objectives should be fulfilled after taking the local step solve. Firstly, vertex positions $\mathbf{z}$ should remain as close as to $\mathbf{y}^{k}$, i.e., the projection point. Secondly, the constraint $B(\mathbf{z})=0$ is fulfilled for membrane modeling with a finite thickness of $\xi$. According to objective function (6), the general formulation for the contact problem in the local step can be written as

$$
\begin{equation*}
\arg \min _{\mathbf{z}} \frac{1}{2}\left\|\mathbf{z}-\mathbf{y}^{k}\right\|_{2}^{2}, \text { s.t. } B(\mathbf{z})=0 \tag{46}
\end{equation*}
$$

According to the numerical optimization theory, the above constrained optimization problem actually can be reformulated into the following unconstrained optimization problem

$$
\begin{equation*}
\underset{\mathbf{z}}{\arg \min } \mathcal{B}(\mathbf{z}):=\left(\sum_{i} \frac{1}{2}\left\|\mathbf{z}_{i}-\mathbf{y}_{i}^{k}\right\|_{2}^{2}+\mu \sum_{c} B_{c}(\mathbf{z})\right) \tag{47}
\end{equation*}
$$



Fig. 7. Bending stiffness test. A cloth drops onto a table with some books under default gravity. The stretching stiffness $s_{0}$ is set to a constant 8000 , while the bending stiffness $k_{b}$ is set to $0 \times, 0.1 \times, 1 \times$ and $10 \times 240$ from left to right.


Fig. 8. Stretching stiffness test. The cloth is dangling down under 20 times the default gravity. From left to right, the stretching stiffness $s_{0}$ is set to $0.1 \times, 1 \times$ and $10 \times 500$, while the bending stiffness is set to 0 for all simulations.
where $\mu$ is a constant weight, $i$ represents the vertex index, $c$ represents the contact pair. Note the first term $\frac{1}{2}\left\|\mathbf{z}_{i}-\mathbf{y}_{i}^{k}\right\|_{2}^{2}$ acts like a momentum potential to prevent vertices from getting too far away. The second term is used to penalize the collision. In the following context, we will present a gradient descent method to solve the unconstrained optimization problem, as demonstrated in Algorithm 2. Note all steps in our local step solve is highly parallelizable and can be easily implemented on modern GPUs.

### 6.1 Direction of gradient descent

In this section, we first discuss how to define a well-chosen descent direction that can decrease the total potential energy gradually.

If we consider the collision detection between a pair of triangles, the CCD test between the two triangles actually reduces to performing 6 vertex-triangle queries and 9 edge-edge queries. Without loss of generality, let us consider the edge-edge case in the right figure to demonstrate how to calculate the gradient descent direction. By denoting the two triangle as $I$ and $J$, the distance between triangle $I$ and $J$ can be defined as

$$
\begin{equation*}
d_{I J}=\arg \min _{\alpha_{I}, \alpha_{J}}\left(\left\|\mathbf{p}_{I}\left(\alpha_{I}\right)-\mathbf{p}_{J}\left(\alpha_{J}\right)\right\|_{2}\right) \tag{48}
\end{equation*}
$$

where $\mathbf{p}_{I}$ and $\mathbf{p}_{J}$ represent a point locating inside triangle $I$ and $J$, respectively, $\alpha_{I}$ and $\alpha_{J}$ represent the barycentric

```
Algorithm 2: Contact Handling in the Local Step
    \(\operatorname{Project}\left(\mathbf{y}^{k}, \mathbf{z}^{k-1}, \xi, h, \varepsilon, \hat{d}\right)\)
    \(\mathbf{z}^{m=0} \leftarrow \mathbf{y}^{k}\)
    while \(\max _{i}\left(\left\|\mathbf{z}_{i}^{m}-\mathbf{z}_{i}^{m-1}\right\|_{2}\right)>\) eps and \(m \leq\) max_ite
    do
        foreach triangle \({ }_{I}\) do
            foreach \(\left(t r i_{I}\right.\), tri \(\left.i_{J}\right)\) is activated, do
                \(t_{I J}=\) AdditiveCCD \(\left(\operatorname{tri}_{J}, \operatorname{tri}_{I}, h, \mathbf{z}^{m}, \mathbf{z}^{k-1}\right)\)
                        \(/ /\) set \(s=0.1, t_{c}=0.95\) for original
                ACCD algorithm
            end
            if \(t_{I J}<1\) then
                    Insert \(\left(\operatorname{tri}_{I}, \operatorname{tri}_{J}\right)\) into ContactList
                end
                \(t_{I}=\min _{J}\left(t_{I J}\right)\)
        end
        foreach vertex \(i\) do
            \(t_{i}=\min _{i \in \operatorname{tri}_{J}}\left(t_{J}\right)\)
            if \(t_{i}<1\) and \(t_{i}>\) threshold then
                        \(\mathbf{z}_{i}^{m} \leftarrow\left(\mathbf{z}_{i}^{m}-\mathbf{z}_{i}^{k-1}\right) t_{i}+\mathbf{z}_{i}^{k-1}\)
                end
        end
        foreach \(\left(t r i_{I}, t r i_{J}\right) \in\) ContactList do
            Calculate \(\mathbf{p}_{I}, \mathbf{p}_{J}, \mathbf{d}_{I J}\)
                            (Section 6.1)
                Calculate \(\alpha_{I}^{i}\) for \(i \in \operatorname{tri}_{I}\)
                Calculate \(\alpha_{J}^{i}\) for \(i \in \operatorname{tri}_{J}\)
        end
        foreach vertex \(i\) do
                Calculate \(\hat{d}_{I J}=f\left(d_{I J}\right)-\xi, \forall \operatorname{tri}_{I}, i \in \operatorname{tri}_{I}\)
                    (Section 6.2)
                Calculate \(\mathbf{g}_{i}\)
                            (Section 6.1)
        end
        Calculate step length \(\lambda\)
                            (Section 6.2)
        foreach vertex \(i\) do
                \(\mathbf{z}_{i}^{m+1} \leftarrow \mathbf{z}_{i}^{m}+\lambda \mathbf{g}_{i}\)
        end
    end
    return \(\mathbf{z}^{k} \leftarrow \mathbf{z}^{m}\)
```

coordinates. If we insert above equation into (47), the gradient descent direction for vertex $i$ can then be calculated by
taking derivative of $\mathcal{B}(\mathbf{z})$ with respect to $\mathbf{z}_{i}$

$$
\begin{align*}
\mathbf{g}_{i}= & -\nabla_{\mathbf{z}_{i}} \mathcal{B} \\
= & \mu \sum_{I} \alpha_{I}^{i}\left[\frac{\left(d_{I J}-\hat{d}\right)^{2}}{d_{I J}}+2\left(d_{I J}-\hat{d}\right) \log \left(\frac{d_{I J}}{\hat{d}}\right)\right], \\
& \operatorname{norm}\left(\mathbf{d}_{I J}\right)+\mathbf{y}_{i}^{k}-\mathbf{z}_{i} \tag{49}
\end{align*}
$$

where $\alpha_{I}^{i}$ represents the barycentric coordinate for vertex $i$ in triangle $I$.

### 6.2 Step length adjustment

Unlike solving traditional unconstrained optimization problem, the feasible set of $\mathbf{y}$ in our problem is further constrained by the thickness of membrane. More precisely, we require the unsigned distance between any pair of primitives to satisfy the following strict inequal condition:

$$
\begin{equation*}
\hat{d}_{I J}=d_{I J}-\xi>0 \tag{50}
\end{equation*}
$$

To fulfill above condition, one practice is to take the Additive CCD algorithm [38] to find a lower bound of time-of-impact $t_{I J}$ for each pair of primitives and then clamp the vertex position according to Line 4~18 in Algorithm (2). However, directly clamping the vertex position by the time-of-impact may introduce sticking artifacts, just as pointed out by Wang et al. [46]. Therefore, we propose to rescale the step length according the time-of-impact. More precisely, the time-of-impact will be used to clamp vertex position only if it is greater than a predefined threshold. We then use a $C^{1}$ piecewise continuous function to rescale the proximal distance $d_{I J}$ as follows

$$
f(d)=\left\{\begin{array}{lr}
(1+\varepsilon) \xi, & d \leq \xi  \tag{51}\\
\frac{1}{4 \varepsilon \xi}(d-\xi)^{2}+(1+\varepsilon) \xi, & \xi<d \leq(1+2 \varepsilon) \xi \\
d, & (1+2 \varepsilon) \xi<d
\end{array}\right.
$$

where $\varepsilon$ is a user-defined minimal separation multiplier (which is typically set to $1 e^{-1}$ or $1 e^{-2}$ in our current implementation). If we replace $d_{I J}$ with $f\left(d_{I J}\right)$, it can be verified that condition (50) stands forever given a positive mininal separation multiplier $\varepsilon$, i.e., $\hat{d}_{I J}>\varepsilon \xi$. Besides, it can further be verified that the first derivative of the barrier function $B^{\prime}(d)$ is bounded, as shown in Figure 9.


Fig. 9. (a)The diagram of refactor function in (51). In this case, we set $\varepsilon=0.1$. (b)The corresponding barrier function derivative $\left|B^{\prime}(d)\right|$ after adopting distance refact with $\xi=0.2,0.3$ and $0.5: \hat{d}$ is set to a normalized number 1.0, denoted 1 times of primitive unit.

After we insert (50) into equation (49), the question becomes how to calculate a suitable step length $\lambda$ that would gradually minimize the object function as follows

$$
\begin{equation*}
\mathcal{B}\left(\mathbf{z}^{m}+\lambda \mathbf{g}\right)<\mathcal{B}\left(\mathbf{z}^{m}\right) \tag{52}
\end{equation*}
$$

A simple yet effective approach is to use a backtracking line search approach to reduce an initial guess until the Wolfe condition gets satisfied. However, this could waste a bunch of iterations during the backtracking process. In fact, the boundedness of $B^{\prime}(d)$ allows us to guess an upper bound for the step length. By requiring the maximum position change at each iteration is no greater than $\varepsilon \xi$, i.e., $\max \left\|\lambda \mathbf{g}_{i}\right\| \leq \varepsilon \xi$, an upper bound for $\lambda$ can easily be derived $\mathrm{as}^{i}$

$$
\begin{equation*}
\lambda \leq \frac{\varepsilon \xi}{\mu \alpha_{0}\left\lceil\left|B^{\prime}(d)\right|\right\rceil+\hat{d}^{\prime}}, \tag{53}
\end{equation*}
$$

where $\left\lceil\left|B^{\prime}(d)\right|\right\rceil$ represents the upper bound of $\left|B^{\prime}(d)\right|, \alpha_{0}$ is an estimated upper bound of $\sum_{I} \alpha_{I}^{i}, \hat{d}$ is an upper bound of $\left\|\mathbf{y}_{i}^{k}-\mathbf{z}_{i}\right\|$.

## 7 Results And discussion

All experiments are implemented in C++ and CUDA and are executed on 11th Gen Intel(R) Core(TM) i9-11900K CPU $@ 3.5 \mathrm{GHz} \times 8$ with 32 GB memory and NVIDIA RTX A4000 GPU. Table 1 shows all statistics for the experiments.

### 7.1 Thickness modelling

In this set of experiments, an elastic cylinder is being twisted with an angular velocity $\omega=1 \mathrm{rad} / \mathrm{s}$. The two ends of the cylinder are twisted in opposite directions. Figure 10 demonstrates the different central cylinder as we choose different values for the cloth thickness $\xi$.


Fig. 10. Elastic cylinders rotate.

### 7.2 Deformation, contact and separation

In this example, we provide a set of experiments to test deformation, contact and separation for two objects. A pandashape elastic shell is ejected to hit an elastic cloth-like target with an initial velocity $\mathbf{v}=15 \mathrm{~m} / \mathrm{s}$ and density $\rho=1000$ $\mathrm{kg} / \mathrm{m}^{3}$. Both the panda-shape shell and cloth target are set to the same material. As the panda-shape shell hits the target, contact forces between two objects helps decelerate the speed of the shell. Then, the two objects separate and no unnatural locking artifacts can be observed. After changing the material stiffness $s_{0}$, distinctive deformation behaviors can also be observed. Notice as the material stiffness $s_{0}$ is decreased, the panda appears to be softer.


Fig. 11. Shooting panda. The stretching stiffness $s_{0}$ is set to 2000,8000 and 40000 from left to right while the bending stiffness is set to $0.005 \times s_{0}$ for all simulations.

### 7.3 Interactive cloth simulation

Figure 12 demonstrates an example to show interactive cloth simulation with mouse interactions. In this configuration, contact with the avatar is handled with SDF-based constraints while inner contact among the cloth is handled with our local step solver. The supplementary video shows that this complex example can be run at an interactive speed even when a large scale of primitives and contact get involved.

### 7.4 Comparison to descent methods [11]

We set up an example similar to Figure 7 and compare our semi-implicit successive substitution method to the gradient descent method in Wang and Yang [11]. No self-contact is handled so that only the elasticity solver is tested. Besides, we model the cloth with a triangular mesh within our method, while a tetrahedral mesh with Wang and Yang's method (i.e., a single layer of tetrahedrons along thickness


Fig. 12. Interactive cloth simulation with contact. For the short skirt scenario, simulation runs in average $1 / 22$ s per step with the time step size $h=1 e^{-3}$. For the long dress scenario, simulation runs in average $1 / 8 \mathrm{~s}$ per step with the time step size $h=2 e^{-3}$. The latter example runs slower because it involves more self-collision pairs.
direction). To be fair, we keep vertex numbers the same for both methods. The compressible neo-Hookean model [47] is used and the two Lamé parameters are set to $s_{0}=4.8 e^{7}$ and $s_{1}=1.2 e^{7}$, respectively. The timestep is set to 1 ms . The relative error at $k$-th iteration is defined to be $\eta=\frac{E\left(\mathbf{y}^{k}\right)-E\left(\mathbf{y}^{*}\right)}{E\left(\mathbf{y}^{0}\right)-E\left(\mathbf{y}^{*}\right)}$, where $E$ is the total variational energy, $\mathbf{y}^{0}$ is the initial guess, $\mathbf{y}^{k}$ is the solution at $k$-th iteration and $\mathbf{y}^{*}$ is the global minimum (in our practical implementation, $\mathbf{y}^{*}$ is chosen to be the result solution after 500 iterations steps are taken for each method, which is sufficient to converge). Figure 13 shows statistics on the convergence and time cost at the 20 -th frame when the cloth is stretched longest for both methods. First of all, it can be noted that our method achieves a fast convergence rate at the first dozens of iterations. However, the convergence rate gradually slows down as the iteration number is further increased, just similar to a standard Jacobi iterative method. Besides, it can be noted from Figure 13 (bottom) that our method takes lower computational cost in taking one iteration due to the efficient analytical step length adjustment method, instead of backtracking line search to seek descend step length which is used in Wang and Yang's method. Finally, both methods can be accelerated by taking the Chebyshev method.

## 8 CONCLUSION AND LIMITATIONS

We present a stable and efficient semi-implicit successive substitution method for simulating hyperelastic membranes with contact based on peridynamics. Inspired by the fixpoint iterative method, we separate inner elastic force into an implicit positive part and an explicit negative part to

| Name | \#Vertex, \#Face | Max, Min mesh size | Position | $h$ | $s_{0}$ | $k_{b}\left(\times s_{0}\right)$ | $\xi(\mathrm{mm})$ | $\hat{d}(\times \xi)$ | $g(\times$ default $)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Cloths over Ball | (single layer) | $\begin{aligned} & 0.0121, \\ & 0.0085 \end{aligned}$ | Figure 2 left | 1e-3 | 12000 | 0.1 | 1.5 | 4 | 1.0 |
|  | 40.0K, |  | Figure 2 middle | 1e-3 | 12000 | 0.1 | 1.5 | 4 | 1.0 |
|  | 79.2K |  | Figure 2 right | 1e-3 | 12000 | 0.1 | 1.5 | 4 | 1.0 |
| Cloth Drop | $\begin{aligned} & 14.4 \mathrm{~K}, \\ & 28.3 \mathrm{~K} \end{aligned}$ | $\begin{aligned} & 0.0118, \\ & 0.0084 \end{aligned}$ | Figure 8 left | 1e-4 | 50 | 0 | 2.4 | 4 | 20.0 |
|  |  |  | Figure 8 middle | 1e-4 | 500 | 0 | 2.4 | 4 | 20.0 |
|  |  |  | Figure 8 right | 1e-4 | 5000 | 0 | 2.4 | 4 | 20.0 |
| Antependium Drop on Table | $\begin{aligned} & 40.0 \mathrm{~K}, \\ & 79.2 \mathrm{~K} \end{aligned}$ | $\begin{aligned} & 0.0071, \\ & 0.0050 \end{aligned}$ | Figure 7 upper left | 1e-3 | 8000 | 0 | 1.4 | 4 | 1.0 |
|  |  |  | Figure 7 upper right | 1e-3 | 8000 | 0.003 | 1.4 | 4 | 1.0 |
|  |  |  | Figure 7 bottom left | 1e-3 | 8000 | 0.03 | 1.4 | 4 | 1.0 |
|  |  |  | Figure 7 bottom right | 1e-3 | 8000 | 0.3 | 1.4 | 4 | 1.0 |
| Twisting Cylinder | 0.32M, | 0.0108, | Figure 10 left | 1e-3 | 1200 | 0.1 | 3.2 | 4 | 0 |
| Twisting Cylinder | 0.64M | 0.0075 | Figure 10 right | 1e-3 | 1200 | 0.1 | 1.6 | 4 | 0 |
| Shooting Panda | $\begin{aligned} & 27.8 \mathrm{~K}, \\ & 54.9 \mathrm{~K} \end{aligned}$ | $\begin{aligned} & \text { 0.0407, } \\ & 0.0084 \end{aligned}$ | Figure 11 left | $5 \mathrm{e}-4$ | 2000 | 0.005 | 6.1 | 4 | 1.0 |
|  |  |  | Figure 11 middle | $5 \mathrm{e}-4$ | 8000 | 0.005 | 6.1 | 4 | 1.0 |
|  |  |  | Figure 11 right | $5 \mathrm{e}-4$ | 40000 | 0.005 | 6.1 | 4 | 1.0 |
| Short Skirt | $\begin{aligned} & 14.3 \mathrm{~K}, \\ & 28.3 \mathrm{~K} \end{aligned}$ | 0.0393, 0.0076 | Figure 12 top | 1e-3 | 12000 | 0.01 | 3.9 | 4 | 1.0 |
| Long Dress | $\begin{aligned} & 32.8 \mathrm{~K}, \\ & 64.8 \mathrm{~K} \end{aligned}$ | $\begin{aligned} & \hline 0.0242, \\ & 0.0003 \end{aligned}$ | Figure 12 bottom | 2e-3 | 12000 | 0.01 | 2.4 | 4 | 0.1 |

TABLE 1
Statistics and simulation parameters of all examples.


Fig. 13. Comparison to Wang and Yang [11] with/without Chebyshev acceleration. Relative error over iteration step and running time is shown correspondingly.
guarantee the convergence of each iteration. Overshooting problem is avoided by adopting self-adapted step length on position marching through gradient direction during iteration. Furthermore, self-collision contact will be projected as constraint and solved with gradient descend method.

For membranes modeling, we follow classical Kirch-hoff-Love plate theory and adopt a virtual bond with direction of vertex normal for each particles to revise singular shape matrix and deformation gradient matrix. We also derive two specific energy models that can be well adapted into the framework and allow to model stretching and bending independently for shell-like material.

Our method also has several limitations. First, the convergence rate slows down in simulating a multi-layer cloth,
which could possibly be caused by inexact gradient descend direction when both sides of the mid-layer generate active contact pairs. Besides, our method cannot implement strict controllable strain limits for elasticity when simulating shell-like materials. For our further work, we would first try to test with other collision detection algorithms in the local step. Then, since the proposed semi-implicit successive substitution method is general, we would like to apply it to solve constraints in other applications, e.g. rigid body dynamics. Finally, we would like to study on how to simulate other material models that involve both nonlinearity and contact.
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